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Abstract—The multiplication of large-scale document collec-
tions has created the need for robust and adaptive access
strategies in many applicative areas. In this paper, we depart
from the traditional document search paradigm to move onto the
construction of a collection navigation strategy. We thus detail a
model where user clicks are taken as expression of interest rather
than positive search feedback. In terms of the interpretation
of user interaction, our model is close to the recommendation
paradigm. However, it exploits user feedback in a navigational
procedure to perform an approximation of interactive metric
learning procedures. Our model is directly compatible with
distributed data indexing and is therefore inherently built to
cope with scalability issues. The evaluation of such models
is discussed and implemented over the context of an image
collection. Experiments are presented where the user browses
a collection of images with changing center of focus in the
course of the browsing operations. Results show that our model
is effectively able to recommend the user a relevant path through
the collection and to adapt according to variable expressed
interests.

I. MOTIVATION

The multiplication of large-scale document collections have
created the need for robust and adaptive access strategies in
many applicative areas such as education or culture [1], [2],
[3], business [4] or public domain [5]. Search and retrieval
have installed themselves as a base paradigm for accessing
documents from within a collection. Alternative browsing
systems have also been proposed, which are still mostly based
on a search objective. Until now, systems have been oriented
towards mental image localization [6], [7], copy detection [8]
or iterative systems using user’s relevance feedback [9], [10],
[11].

It may however be the case that the user is not targeting a
particular document or concept, but rather wishes to explore
the collection in an opportunistic way. In that context, the user
wishes to access “interesting” subsets of the collection. The
challenge is therefore in defining, from the user’s behavior,
what part of the collection is of interest.

Such a challenge may be seen as a recommendation process
where the user replaces the notion of a “query” (elsewhere
also referred to as “mental image”) with that of an “interest”
(related with curiosity or judgement). The main difference
is that interest may be less focused than a query and also
consistent at a higher level. While relevant query responses

are often assumed to be consistent in terms of the semantic
concepts they encompass, it may not be the case here. Interest
may be based on higher-level notions such as aesthetics or
contrast.

Also in contrast to recommender systems, our approach
does not require the definition of a user profile nor it imposes
specific search sessions with pre-defined objectives. In other
words, we present an efficient data access strategy enabling
intuitive browsing by estimating the user’s intention from
his/her input to the system and displaying items that are
considered as most interesting to him/her (and thus likely to
be further accessed).

This paper reports our first steps into the definition of a
document collection navigation strategy while keeping in mind
the following objectives:

1) We wish to accommodate serendipity. We assume no
pre-defined (fixed) objective of the user’s chain of ac-
tions;

2) The system should fit classic (simple) interaction mod-
els;

3) The system should be scalable in terms of the size of
the document collection.

In section II, we present our interaction model, which de-
scribes the type of interaction that is expected from the
user and what information is carried over with this interac-
tion. Section III formalises our navigation model, anticipating
scalability issues. Our study includes an inherent temporal
dimension, which makes the evaluation context different from
that of classical search systems. Section IV proposes to evolve
classical evaluation models to accommodate such difference.

II. METHOD

Our aim is to construct a system that sees user interaction
as an expression of interest and uses this to provide further
recommendations to the user. While social recommendation
[12] propagates user interests across a community, here, rec-
ommendation is based on the navigation history, in the line of
Adaptive Hypermedia Navigation [13].

The main features of our model are the use of positive only
feedback and a user model with time-limited characteristics.
The main idea is to discover, at every step of the navigation,
what linear combination of visual features brings together past



choices of the user and to adapt accordingly in a scalable fash-
ion. We propose the following basic navigation scenario that
may be implemented over essentially any type of visualization
device. The main control at every iteration is a single click on a
document. Here, clicking a document means mining deeper in
the direction of that document, in relation to a past navigation
behavior. While allowing specific target search, this process
allows for widening or reorienting the navigation by simply
breaking the coherence in the history of actions.

1) The system samples the collection from the best of its
current knowledge;

2) The user activates one of the proposed documents;
3) The system updates its knowledge over the session

accordingly and repeats from Step 1.
In the sequel, we detail how we model step 1 and 3 (system
adaptation), according to what is assumed from step 2 (user
input). Essentially, we are based on the setup of metric learning
[14] to adapt a measure over the collection and to be able to
extract a collection sample suited for further navigation.

This paper focuses on the formal back-end model for col-
lection navigation and document recommendation. The issue
of the display and how the interaction is captured, depending
on the used device is the subject of future work.

III. NAVIGATING DOCUMENT COLLECTIONS

A. Model

The user is faced with a collection of N documents
C = {x1, · · · , xN}, represented into a M -dimensional feature
space (xi = [xi1 · · ·xiM ]T). Given A ∈ RM×M , a symmetric
positive semi-definite matrix, we use the Mahalanobis distance
between documents

d2A(xi, xj) = (xi − xj)TA(xi − xj) (1)

As posed in the metric learning setup [14], we wish to use
matrix A as a way of adapting to user feedback.

Typically, by iterating document selection (step 2), the user
generates a navigation history in the form of an ordered
document subset

Ht = {x(1), x(2), · · · , x(t)}

where x(t) ∈ C is the document selected at iteration t. By
learning a scaling matrix A fit to the navigation history (step
3), the system will then adapt its base distance dA(., .) to group
documents x(t) close together according to a defined policy
(detailed below). From there on, the system will then sample
the collection (step 1) by ranking documents by their distance
dA from the latest chosen sample x(t) and displaying top-
ranked documents. The initial collection sample may arrive
from the top-ranked responses to a query or a random sample
of the collection.

By changing the distance function in Equation (1), we apply
a linear transform on the feature space. If V ∈ RM×M is
such that A = V TV , then dA(xi, xj) = dId(yi, yj), where
yi = V xi and Id is the identity matrix. In particular, if A is
taken as Σ−1, the inverse of the M ×M feature covariance

matrix computed over C, then the eigendecomposition A =
UTΛU allows for defining decorrelated features yi (the same
notations will then apply for yi, y(t) and yik).

We now use this property to simplify the computation of
our new distance function and make it scalable (see section
III-B). We first generalize by using dB(t)(yi, yj) as distance
function with B(t) = diag(1/σ

(t)2
1 , · · · , 1/σ(t)2

M ) a diagonal
matrix, initially set to B(0) =Id, the identity matrix (ie σ(0)

k =
1 ∀k).

At step t, to evaluate whether two documents y(t−1) and y(t)

are close to each other in terms of feature k, we compare their
distance with the corresponding scaling factor σ(t)

k . If |y(t)ik −
y
(t−1)
jk | < σ

(t)
k , we assume a consistent navigation behavior

and feature k should be reinforced to keep the documents
close to each other. We thus update σ(t)

k following:

σ
(t)
k = λtσ

(t−1)
k + (1− λt)|y(t)ik − y

(t−1)
jk | (2)

where λt ∈ [0, 1] is the strength of contraction.

Fig. 1. Space modification after two consecutive choices from the user

Figure 1 illustrates the idea of contraction of the feature
space on the vertical feature and expansion on the horizontal
feature.

The choice of λt is further automated by taking into account
the temporal value of the user’s decisions. We introduce
a forgetting framework that gives more weight to recent
choices. We weight the past choices using a sigmoid function
S(τ) = 1

1+e−τ over interval τ ∈ [−a,+a] and weight Ht on
this function over a fixed number of steps t, . . . , t−Nh.

Hence at iteration t, we compute weights λt, · · · , λt−Nh

using the weighting function S(.) with τ = (t−1)2a/(Nh−1).
In summary, with proper normalization, we obtain the follow-
ing update rule for σ(t)

k .

σ
(t)
k =

Nh−1∑
l=0

(
S

(
l

2a

(Nh − 1)

) |y(t−l)
ik − y(t−l−1)

jk |

σ
(t−l−1)
k

)
(3)

A part of the evaluation focuses on testing the influence of the
choice of a value for Nh, as described next.

B. Scalability

The above model is a simplification of typical distance
metric learning algorithms [14]. A first difference with the
usual context within metric learning applies is that, in our
context, we do not look for classification or clustering, whether
or not based on constraints [15], [16].



Our model is also designed to cope with scalability. Basi-
cally, we secure the possibility for most computations to be
done offline and then efficiently organise for online adaptation.

The modification of matrix B(t) is straightforward using
Equation (3) (O(M)). The computation of distance dB(t)(., )
requires the computation of the sum in

d2B(t)(yi, yj) =

M∑
k=1

(
1

σ
(t)
k

(yik − yjk))2

and values of (yik−yjk) are fixed and may be properly indexed
prior to starting the process. Large-scale distributed indexing
strategies exist for resolving the nearest neighbour ranking
problem [17]. The use of such indexing strategies in every
isolated feature space (ie (yik − yjk)) to prepare the data is
not addressed here and is the subject of current and future
work [18].

IV. EVALUATION STRATEGY AND EXPERIMENTS

A. Dataset

We consider images as documents here but our model
readily applies on all types of documents, using appropriate
features. As initial step, we use a small subset of the IAPR-
TC12 dataset [19]1. The images are manually annotated based
on the names of the elements within the image. Tags are hidden
to the user and we assume that the user selection will be based
on the occurrence of a given element (related to a tag) in the
image. We will evaluate precision a posteriori using image
tags. In order to make the evaluation less ambiguous, we filter
the annotation by a pseudo-manual process. Given a word in
the annotation vocabulary, from the set of images tagged with
that word, we select those images where the element appears
clearly in the image. For example, some images are annotated
with the word “car” even if a car barely appears on it. A
user looking for relevant images of a car will not consider
those as relevant. As a further motivation, Figure 2 shows
an example of relevant (selected) and non-relevant (discarded)
images regarding example tags.

We used this procedure to create several benchmarks with
the words “car” (82 documents), “group” (51 documents),
“castle or church” (235 documents), “portrait” (82 elements).

B. Document representation

Here, we seek a feature space based on visual features
but less specific than that of a copy detection system like
SIFT[8] features. We choose to use a more general image
representation based on the MPEG7 framework [21] where
images are described by three different aspects : the colors, the
shapes and the texture. Hence, we use the Grid Color Moment
feature with 81 dimensions [22], the Edge Direction Histogram
with 16 dimensions [23] and the Gabor Texture Moment with
24 dimensions [24] features. These features have already prove
they usefulness in our previous work [10]. Every image is
therefore represented by a vector of M = 121 components,

1We are currently running large-scale experiments over the large-scale
annotated image collection ImageNet [20].

(a) A relevant image of a car. (b) A non-relevant image of a
car

(c) A relevant image of a
church.

(d) A non-relevant image of a
church

Fig. 2. Relevant (a,c) and non-relevant (b,d) images annotated with the words
“car” and “church”, respectively

that we normalize by groups of features and compute the
covariance matrix over our collection to obtain an empirically
normalized space (using the usual hypothesis of a Gaussian
distribution of features).

C. Strategy and Results

a) Document recommendation: We first evaluate the
scenario where the user concentrates on one specific topic and
digs into it for a number of iterations. Hence, we randomly
select an image as seed example and use it as a query. We then
select, at every iteration, the first relevant image in the ranking
that was not chosen yet in the navigation history. We evaluate
the performance using Mean Average Precision (MAP):

MAP =

∑Q
q=1AveP (q)

Q
(4)

where AveP is the average precision

AveP =

∑N
k=1 (P (k)× rel(k))

number of relevant documents
(5)

Q is the number of queries over which the average is proposed,
and N is the size of the collection, rel(k) equals 1 if the image
k in the ranking is relevant, 0 otherwise. P (k) is the precision
at position k

P (k) =
number of relevant documents at index k

k
. (6)

Results are averaged over 20 experiments.
We compare our strategy for several values of Nh with

a system with no learning and a monkey system generating
random ranking. Figure 3 shows that for all classes, we always
improve over a no-learning system. The actual choice for
an optimal value of Nh seems sensitive to the navigation
objective.

The instability in the results are analyzed to originate from
the way the features group the documents. When data is



(a) Car (b) Castle / church

(c) Group (d) Portrait

Fig. 3. Mean Average Precision

clustered in the feature space, the navigation strategy is stable
in visiting one cluster and should re-adapt to visit another class
cluster. This generating instability in the MAP curves.

To cater for this, we adapt our evaluation setup, modeling
a user with limited memory. Instead of selecting an element
if it was never selected before, we select it if it was never
selected in the m previous steps, allowing some reinforcement
by looping over documents. Figure 4 shows the results with
different sizes of memory m on the sets “castle or church”
and “group”.

We see that users benefit from re-selecting images in their
navigation strategy. Doing so, the system reinforces related
subgroups and aggregates them in a stronger manner, which
supports our hypothesis on the existence of small clusters in
the first part of this evaluation.

b) Opportunistic browsing: The second part of the evalu-
ation concentrates on changes in the behavior of the user. More
specifically, we wish to evaluate how fast the system can react
to a change in the navigation objective. This is important as it
is precisely this capability that distinguishes our system from
a target search system.

We model a user who shows a consistent behavior for a
number of iterations (as above) and then switches to another
topic. This is modeled as the above process apart from the fact
that at a given point, the model switches to a randomly chosen
topic by selecting a random image in the display. We stick to
our limited-memory user, as above, with m = 5 and make
a topic transition after 20 iterations. Figure 5, shows related
results for several class combinations.

We see that our strategy has no problem adapting to the
new class. The transition is illustrated by an abrupt drop in the
MAP values but the system pick up quickly on the new topic
and reaches again a larger MAP value than the no-learning
system.

(a) Castle / church memory m = 5 (b) Group memory m = 5

(c) Castle / church memory m =
10

(d) Group memory m = 10

(e) Castle / church memory m =
20

(f) Group memory m = 20

Fig. 4. Retrieval MAP. m is the number of iterations before an items may
be selected again. Smaller values of m make learning more stable due to the
repetition of examples.

V. CONCLUSION

We show preliminary results in the construction of a navi-
gation system, where the interaction is simplified to a click-
through operation. This elementary feedback, interpreted as an
expression of interest, is used to learn an approximate metric
that groups elements selected in the navigation history. This
enables the system to act as a local recommender for the
user, based on the current navigation history, modulated with
a forgetting factor. The context of metric learning is used to
justify approximations.

We have constructed an evaluation strategy based on image
annotation and oriented towards MAP values. Scalabilty is
embedded in our model and we are running experiments to
test for this aspect. Our evaluation is biased towards the
idea of retrieval and we plan to complete it with actual user
experiments to evaluate the value of an associate tool in
discovering collection content. Such an evaluation would also
bring in the picture the question on the form of display to
present to the user, which was not addressed here.

There are many evidences on the utility of navigation-based
systems, in complement to search and retrieval operations.
However, formal modeling and evaluation of such systems
is still not mature enough. We plan to further develop our
methodology with applications in the educational sector where



(a) Car to castle (b) Castle to car

(c) Group to castle (d) Group to car

Fig. 5. Retrieval MAP obtained when the user browses a topic for 20
iterations and then switches focus of interest (memory m = 5). For suitable
values of latency Nh in the model, our system recovers quickly from the
change.

the imperfection of document representations may become an
advantage [1], [2], [3].
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